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ABSTRACT
Line Density Visualization (LDV) is an important operation of

geospatial analysis, which has been extensively used in many ap-

plication domains, e.g., urban planning, criminology, and trans-

portation science. However, LDV is computationally demanding.

Therefore, existing exact solutions are not scalable (or even not

feasible) to support large-scale datasets and high resolution sizes

for generating LDV. To handle the efficiency issues, we develop

the first solution to approximately compute LDV with an 𝜖-relative

error guarantee, which consists of two main parts. First, we develop

the new indexing structure, called length-aggregation-based grid

structure (LARGE). Second, based on LARGE, we develop two types

of fast bound functions, namely (1) square-shaped lower and upper

bound functions and (2) arbitrary-shaped lower and upper bound

functions, which can filter a large portion of unnecessary com-

putations. By theoretically analyzing the tightness of our bound

functions and experimentally comparing our solution with existing

exact solutions on four large-scale datasets, we demonstrate that

our solution can be scalable to generate high-resolution LDVs using

large-scale datasets. In particular, our solution achieves up to 291.8x

speedups over the state-of-the-art solutions.
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1 INTRODUCTION
Density visualization [80, 84] is an important field in many com-

munities. Among most of these tools, Line Density Visualiza-

tion (LDV) [84] is a de facto tool for analyzing the density of

flow data/trajectory data, which has been extensively used in
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many application domains. Urban planners and ecologists adopt

LDV to (1) analyze human mobility and animal mobility, respec-

tively [11, 31, 38, 41, 61, 74, 75, 77], (2) conduct urban anal-

ysis [62, 94, 95], (3) conduct disaster analysis [9, 39], and (4)

conduct environmental analysis [83, 90]. Criminologists utilize

LDV to understand crime patterns in different geographical re-

gions [85, 86]. Transportation experts utilize LDV to analyze traffic

flows/trajectories in different cities [41, 50, 60, 64, 69, 93]. Figure 1

shows how the domain expert [75] uses LDV to analyze the density

of migration flows in the UK mobility dataset. Observe that the

flows mainly concentrate on the south part of the United Kingdom.

(a) Line segment (flow) dataset (b) Line density visualization (LDV)

Figure 1: Generate LDV (in (b)) for the UK mobility dataset,
where the red line segments in (a) denote the migration
flows that move from one place to another place (Obtained
from [75]).

Due to the wide applicability of LDV, many contemporary and fa-

mous software platforms, e.g., QGIS [5] and ArcGIS [1], can also sup-

port LDV. However, LDV is a slow operation, which takes 𝑂 (𝑋𝑌𝑛)
time for generating a single visualization, where𝑋 ×𝑌 and 𝑛 denote

the resolution size and the number of line segments in a dataset,

respectively. Using the New York taxi dataset (with 13.6 million line

segments) as an example, generating a single LDV with the resolu-

tion size 1280 × 960 based on the naïve method takes 16.7 trillion

operations. As such, many domain experts have pointed out the

efficiency issues to adopt the LDV tool for performing geospatial

analysis [26, 66]. Despite this, there is still a lack of research studies

to develop efficient algorithms for supporting this tool.
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To boost the efficiency of using LDV, we ask a question in this pa-

per. Can we develop efficient algorithms for generating LDV, without
degrading the visualization quality? In order to provide an affirma-

tive answer to this question, we have proposed the first approximate

solution that can efficiently compute LDV with an 𝜖-relative error

guarantee, by (1) developing the indexing structure, called Length-

AggRegation-based Grid structurE (LARGE), (2) developing the

tight lower and upper bound functions that can efficiently filter a

large portion of unnecessary computations (based on LARGE), and

(3) discovering that our bound functions can be theoretically tighter

if the pixel size is smaller (i.e., high resolution) or the bandwidth

value (will be discussed in Section 2.1) is larger, which indicates that

LARGE can be scalable to high resolution sizes and large bandwidth

values. To the best of our knowledge, this theoretical result has not

been achieved by any previous work. In practice, our experiment

results on four large-scale datasets (up to 14.3 million line segments)

show that LARGE can achieve speedups of 2.35x to 291.8x over the

state-of-the-art methods, without incurring huge space overhead.

Furthermore, our case study also verifies that LARGE does not de-

grade the visualization quality compared with the exact approach.

Moreover, we have also developed the new QGIS plugin (based

on LARGE), called Fast Line Density Analysis [2], for efficiently

supporting LDV.

The rest of the paper is structured as follows. We first formally

define LDV and discuss two baseline (exact) solutions in Section 2.

Then, we discuss our solution, LARGE, in Section 3. Next, we pro-

vide the experimental evaluation in Section 4. After that, we review

the related work in Section 5. Lastly, we conclude this paper in

Section 6.

2 PRELIMINARIES
In this section, we first discuss the problem definition of LDV in

Section 2.1. Then, we discuss two baseline solutions, which are

(1) sequential scan and (2) hierarchical indexing framework, in

Section 2.2 and Section 2.3, respectively.

2.1 Problem Definition
In order to generate LDV (cf. Figure 1b) for a line segment dataset

(cf. Figure 1a), we need to color each pixel q = (𝑞𝑥 , 𝑞𝑦) based on the

line density functionL(q), which counts the accumulated length of

all line segments that are within the search range (or the bandwidth)

𝑏 from q per unit area. Using Figure 2 as an example, the line density

function value L(q) (for the pixel q) is 𝐿1+𝐿2+𝐿3
𝜋𝑏2

.

𝐪𝑏

𝑙2

𝑙1

𝑙4

𝐿3

𝐿2

𝐿1

𝑙3

𝑥

𝑦

ℓ3 𝑢3෪ℓ3 ෦𝑢3

Figure 2: The line density function value for the pixel q is
𝐿1+𝐿2+𝐿3

𝜋𝑏2
.

Based on the above discussion, we formally define LDV. Here,

we first define the concept of line segment in Definition 1.

Definition 1. Each line segment 𝑙𝑖 is represented by the equation
𝑦 =𝑚𝑖𝑥 + 𝑘𝑖 , where ℓ𝑖 ≤ 𝑥 ≤ 𝑢𝑖 .

To find the length 𝐿𝑖 of each line segment 𝑙𝑖 that is within the

bandwidth 𝑏 from q (i.e., the dashed circle in Figure 2), we need to

find ℓ̃𝑖 and 𝑢𝑖 (e.g., ℓ̃3 and 𝑢3 in Figure 2) such that:

ℓ̃𝑖 =min({𝑥 ∈ [ℓ𝑖 , 𝑢𝑖 ] : 𝑦 =𝑚𝑖𝑥 + 𝑘𝑖 , (𝑥 − 𝑞𝑥 )2 + (𝑦 − 𝑞𝑦)2 ≤ 𝑏2}) (1)

𝑢𝑖 =max({𝑥 ∈ [ℓ𝑖 , 𝑢𝑖 ] : 𝑦 =𝑚𝑖𝑥 + 𝑘𝑖 , (𝑥 − 𝑞𝑥 )2 + (𝑦 − 𝑞𝑦)2 ≤ 𝑏2}) (2)

As a remark, we denote ℓ̃𝑖 = 𝜙 and 𝑢𝑖 = 𝜙 to indicate that the line

segment is never inside the bandwidth 𝑏 from q (e.g., ℓ̃4 = 𝜙 and

𝑢4 = 𝜙 in Figure 2).

Based on simple mathematical operations, the length 𝐿𝑖 is stated

in Equation 3.

𝐿𝑖 =

{√︃
1 +𝑚2

𝑖
· |𝑢𝑖 − ℓ̃𝑖 | if ℓ̃𝑖 ≠ 𝜙 and 𝑢𝑖 ≠ 𝜙

0 otherwise

(3)

With the above concepts, LDV is formally stated in Definition 2.

Definition 2. [1, 5] Given a line segment dataset L =

{𝑙1, 𝑙2, ..., 𝑙𝑛} with size 𝑛, a resolution size 𝑋 × 𝑌 , and a bandwidth
parameter 𝑏, we need to compute L(q) for each pixel q = (𝑞𝑥 , 𝑞𝑦),
where

L(q) = 1

𝜋𝑏2

𝑛∑︁
𝑖=1

𝐿𝑖 (4)

2.2 Baseline Solution 1: Sequential Scan
To generate LDV, a simple approach, which has been adopted in

QGIS [5] and ArcGIS [1], is to first scan each line segment 𝑙𝑖 in

the line segment dataset L and then evaluate the length 𝐿𝑖 (cf.

Equation 3) in order to compute the line density function L(q) for
each pixel q (cf. Equation 4). By considering four possible cases

of the endpoints, i.e., (ℓ𝑖 , 𝑦ℓ𝑖 ) and (𝑢𝑖 , 𝑦𝑢𝑖 ), of each line segment

(cf. Figure 3), 𝐿𝑖 can be computed in 𝑂 (1) time (i.e., this simple

approach can generate LDV in 𝑂 (𝑋𝑌𝑛) time.).

Case 1: Observe from Figure 3a that these two endpoints are within

the bandwidth𝑏 from the pixel q. Therefore, we can simply compute

𝐿𝑖 by setting ℓ̃𝑖 = ℓ𝑖 and 𝑢𝑖 = 𝑢𝑖 in Equation 3, which takes 𝑂 (1)
time.

Case 2: In Figure 3b, note that (ℓ𝑖 , 𝑦ℓ𝑖 ) and (𝑢𝑖 , 𝑦𝑢𝑖 ) are inside and
outside the search range, respectively. Therefore, this line segment

𝑙𝑖 must intersect the black dashed circle. Once we substitute the

equation 𝑦 =𝑚𝑖𝑥 + 𝑘𝑖 into (𝑥 − 𝑞𝑥 )2 + (𝑦 − 𝑞𝑦)2 = 𝑏2, there must

exist the solution 𝑥 = 𝑢𝑖 for the following quadratic equation.

𝐴𝑥2 + 𝐵𝑥 +𝐶 = 0

where 𝐴 = 1 +𝑚2

𝑖
, 𝐵 = 2𝑚𝑖𝑘𝑖 − 2𝑞𝑥 − 2𝑚𝑖𝑞𝑦 , and 𝐶 = 𝑞2𝑥 + 𝑘2

𝑖
−

2𝑘𝑖𝑞𝑦 +𝑞2𝑦 −𝑏2. As such, we can compute 𝑢𝑖 based on the following

equation.

𝑢𝑖 =
−𝐵 +

√
𝐵2 − 4𝐴𝐶

2𝐴
(5)

Since the parameters 𝐴, 𝐵, and 𝐶 can be computed in 𝑂 (1) time,

we can obtain 𝑢𝑖 and the length 𝐿𝑖 (by using ℓ̃𝑖 = ℓ𝑖 and this 𝑢𝑖 in

Equation 3) in 𝑂 (1) time.
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𝑙𝑖

(c) Case 3 (d) Case 4a

𝑦

𝑥

> 𝑏> 𝑏

𝐪

(ℓ𝑖 , 𝑦ℓ𝑖)
(𝑢𝑖 , 𝑦𝑢𝑖)𝑙𝑖

𝑢𝑖

𝑦

𝑥

𝐪
> 𝑏> 𝑏

(ℓ𝑖 , 𝑦ℓ𝑖)

(𝑢𝑖 , 𝑦𝑢𝑖)
𝑙𝑖

𝑢𝑖෩ℓ𝑖

(e) Case 4b (f) Case 4c

Figure 3: Four possible cases for the endpoints of each line
segment.

Case 3: In Figure 3c, observe that (ℓ𝑖 , 𝑦ℓ𝑖 ) and (𝑢𝑖 , 𝑦𝑢𝑖 ) are outside
and inside the search range, respectively. This case is similar to

Case 2. Instead, we need to find ℓ̃𝑖 where

ℓ̃𝑖 =
−𝐵 −

√
𝐵2 − 4𝐴𝐶

2𝐴
(6)

As such, the length 𝐿𝑖 can be computed in 𝑂 (1) time.

Case 4: In this case, both (ℓ𝑖 , 𝑦ℓ𝑖 ) and (𝑢𝑖 , 𝑦𝑢𝑖 ) are not within the

search range 𝑏 from q. This case is the most complicated one, which

consists of three subcases (cf. Figures 3d-f).

Case 4a: Observe from Figure 3d that the extended line (purple

dotted line) never intersects the black dashed circle. We can identify

this subcase (i.e., the length 𝐿𝑖 = 0) if 𝐵2 − 4𝐴𝐶 < 0, which can be

computed in 𝑂 (1) time.

Case 4b: In this subcase (cf. Figure 3e), we have 𝐵2 − 4𝐴𝐶 ≥ 0.

Once 𝑢𝑖 < ℓ𝑖 , we can conclude 𝐿𝑖 = 0 (with 𝑂 (1) time).
1

Case 4c: In Figure 3f, note that we also have 𝐵2 − 4𝐴𝐶 ≥ 0. Once

ℓ𝑖 ≤ ℓ̃𝑖 ≤ 𝑢𝑖 ≤ 𝑢𝑖 , we can directly compute 𝐿𝑖 based on Equation 3

in 𝑂 (1) time.

2.3 Baseline Solution 2: Hierarchical Indexing
Framework

Observe from Figure 4 that once the minimum bounding rectangle

𝑅 does not intersect the search region (black dashed circle) of q (i.e.,
𝑚𝑖𝑛𝑑𝑖𝑠𝑡 (q, 𝑅) > 𝑏), all the line segments that are inside 𝑅 cannot

contribute to the line density function L(q) (like Figure 3d and

1
For sake of simplicity, we omit the subcase ℓ̃𝑖 > 𝑢𝑖 , which also leads to 𝐿𝑖 = 0.

Figure 3e). Therefore, we can avoid the computation of the length

𝐿𝑖 for all those line segments in 𝑅.

𝑦

𝑥

𝑅

𝑏
𝐪

Figure 4: Those line segments in the minimum bounding
rectangle 𝑅 can be filtered since all those line segments are
far away from the pixel q (i.e., theminimumdistance between
q and 𝑅 is larger than 𝑏 (𝑚𝑖𝑛𝑑𝑖𝑠𝑡 (q, 𝑅) > 𝑏)).

Inspired by this idea, one basic method is to extend the hierarchi-

cal indexing framework for line segments [45–47] (cf. Figure 5) to

improve the performance for evaluating the line density function

L(q). Some representative indexing structures include R-tree [54]

and PMR quadtree [45–47]. Given a pixel q (e.g., the red point in

Figure 5), this method iteratively traverses each node (starting from

the root node). If the minimum bounding rectangle of each node in-

tersects the search region, it continuously traverses its child nodes.

As an example, since the blue dotted rectangle of the node 𝑅𝑟𝑜𝑜𝑡
intersects the black dashed circle, this method needs to traverse 𝑅1
and 𝑅2. Otherwise, this method avoids traversing its child nodes.

For example, since𝑚𝑖𝑛𝑑𝑖𝑠𝑡 (q, 𝑅1) > 𝑏, we do not need to traverse

𝑅3 and 𝑅4. Once this method reaches the leaf node, it adopts the

sequential scan method (cf. Section 2.2) to evaluate the length 𝐿𝑖
for each line segment 𝑙𝑖 in this node if the corresponding minimum

bounding rectangle intersects the search range. For example, we

need to compute the lengths 𝐿5 and 𝐿6 (for the line segments 𝑙5
and 𝑙6, respectively) since the minimum bounding rectangle of the

node 𝑅5 intersects the search range of q. Otherwise, this method

avoids the computation of the length for each line segment in the

leaf node (e.g., 𝑙7 and 𝑙8 in the leaf node 𝑅6).

𝑦

𝑥

𝑙1

𝑙2

𝑙3
𝑙4

𝑙5
𝑙6

𝑙7
𝑙8

𝑅𝑟𝑜𝑜𝑡
𝑅1

𝑅2
𝑅3

𝑅4

𝑅5

𝑅6

𝑅𝑟𝑜𝑜𝑡

𝑅1

𝑙1, 𝑙2

𝑅4𝑅3
𝑙3, 𝑙4 𝑙5, 𝑙6

𝑅6𝑅5
𝑙7, 𝑙8

𝑅2
𝐪𝑏

Figure 5: A hierarchical indexing framework. This method
traverses the yellow nodes and compute the lengths, 𝐿5 and
𝐿6, for the line segments (in red), 𝑙5 and 𝑙6, respectively, in
order to evaluate L(q) for the pixel q.

Although this method can efficiently filter those line segments

that are far away from the pixel q (cf. Figure 4), it cannot improve

the efficiency for handling those line segments that are (1) close to

the pixel q (e.g., Figures 3a, b, c, and f) and (2) long (which results

in large minimum bounding rectangles). Hence, if we consider the

large line segment dataset (i.e., more line segments can possibly
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intersect the search range of each pixel q and can be possibly long.),

this method can still be slow.

3 OUR SOLUTION
In this section, we first discuss the core idea of our solution in

Section 3.1. Then, we propose the new indexing structure, called

Length-AggRegation-based Grid structurE (LARGE), in Section 3.2.

Next, we further propose the square-shaped and arbitrary-shaped

(lower and upper) bound functions in Section 3.3 and Section 3.4,

respectively. After that, we illustrate how to incorporate these lower

and upper bound functions into the filter and refinement framework

for efficiently generating LDV in Section 3.5. Lastly, we further

investigate the tightness of our bound functions in Section 3.6.

3.1 Core Idea
Observe from Figure 6 that all line segments intersect the search

range (i.e., the black dashed circle) of the pixel q. As such, the
state-of-the-art indexing methods (cf. Section 2.3) cannot filter all

these line segments, which can incur huge computational overhead.

However, not the full portion of each line segment is important

for the pixel q. For example, the red portion of each line segment

only intersects the black dashed circle with a small length, which

only contributes a small value for the line density function L(q) (cf.
Equation 4). Hence, a core idea is that it is possible to achieve a good

approximation of L(q) if we only compute the majority of density

values for those line segments (i.e., with black portion), which can

further improve the efficiency without significantly degrading the

visualization quality.

𝑦

𝑥

𝐪

Figure 6: All line segments can contribute to the line density
function L(q). However, the black portion of each line seg-
ment is more important, which can contribute more density
values.

Therefore, instead of adopting exact solutions (like Section 2.2

and Section 2.3) for generating LDV, we aim to generate approx-

imate LDV with a small relative error 𝜖 (cf. Definition 3) in this

paper.

Definition 3. Given a line segment dataset L = {𝑙1, 𝑙2, ..., 𝑙𝑛}
with size 𝑛, a resolution size 𝑋 × 𝑌 , a bandwidth parameter 𝑏, and a
relative error 𝜖 , we need to obtain the result 𝑅(q) for each pixel q so
that

(1 − 𝜖)L(q) ≤ 𝑅(q) ≤ (1 + 𝜖)L(q) (7)

3.2 LARGE: A Length-Aggregation-based Grid
Structure

In order to efficiently compute LDV with an 𝜖-relative error guar-

antee (cf. Definition 3), we construct the new indexing structure,

called LARGE (i.e., length-aggregation-based grid structure), which

consists of three steps, namely (1) obtain the extended region for

the plane with 𝑋 × 𝑌 pixels, (2) aggregate the accumulated length

of each grid in the extended region, and (3) build the prefix-sum

grid structure based on the accumulated lengths of all grids.

Step 1: Recall from Figure 2 that we need to count the accumulated

length for all line segments that are within the bandwidth 𝑏 from

each pixel q (where each pixel q covers the grid with size 𝛿𝑥 ×𝛿𝑦 in

Figure 7). Therefore, we append the additional grids (i.e., the blue

grids in Figure 7) so that this extended region can cover the search

range (the black dashed circle) of every pixel q.

𝑏
𝑏

𝛿𝑥

𝛿𝑦

𝑥

𝑦

Figure 7: Obtain the extended region (the yellow and blue
regions) from the original plane with𝑋 ×𝑌 pixels (the yellow
region), given the bandwidth value 𝑏.

In practice, if the bandwidth 𝑏 is very large, LDV can assign

high density values for all pixels (cf. Equations 1 to 4), which can

provide meaningless visualization. Hence, we have an assumption

that 𝑏 ≤ min((𝑋 − 0.5)𝛿𝑥 , (𝑌 − 0.5)𝛿𝑦) (i.e., the search range in

Figure 7 cannot cover all 𝑋 yellow grids in a row and all 𝑌 yellow

grids in a column) in this paper. With this assumption, we state in

Lemma 1 that the number of grids in the extended region remains

in 𝑂 (𝑋𝑌 ).
Lemma 1. Consider the pixel plane with size 𝑋 ×𝑌 and each pixel

covers the grid with size 𝛿𝑥 × 𝛿𝑦 . If the bandwidth 𝑏 ≤ min((𝑋 −
0.5)𝛿𝑥 , (𝑌 − 0.5)𝛿𝑦), there are at most 𝑂 (𝑋𝑌 ) grids in the extended
region.

Proof. Since each pixel has size 𝛿𝑥 × 𝛿𝑦 and 𝑏 ≤ min((𝑋 −
0.5)𝛿𝑥 , (𝑌 − 0.5)𝛿𝑦), this bandwidth value can cover at most

min(𝑋,𝑌 ) pixels. Observe from Figure 7 that the x-axis and the

y-axis can cover at most 𝑂 (𝑋 +min(𝑋,𝑌 )) and 𝑂 (𝑌 +min(𝑋,𝑌 ))
pixels, respectively. Therefore, the extended region still covers at

most 𝑂 (𝑋𝑌 ) grids. □

Step 2: After we have obtained the extended region (i.e., the colored

grids in Figure 8), we need to augment the accumulated length of

each grid in this region (e.g., augment 𝜌3 + 𝜌4 for the pink grid in

Figure 8). To achieve this goal, we need to first find the intersection

point that is closest to the starting point (ℓ𝑖 , 𝑦ℓ𝑖 ) (i.e., with the min-

imum 𝑥-coordinate) in the extended region for each line segment

𝑙𝑖 (cf. red dashed circles in Figure 8).

In Figure 9, note that the starting point (ℓ𝑖 , 𝑦ℓ𝑖 ) (i.e., the black
point) of any line segment 𝑙𝑖 can lie on seven possible regions (I to

VII), e.g., both (ℓ2, 𝑦ℓ2 ) and (ℓ3, 𝑦ℓ3 ) in Figure 8 belong to Region II

of Figure 9. We examine, in each of these seven regions, the po-

tential intersections of line segments (indicated by dashed lines)
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𝑥

𝑙1

𝑙2

𝑙4

𝑙5
𝑙6

𝜌4

(ℓ6, 𝑦ℓ6)
(ℓ4, 𝑦ℓ4)

(ℓ2, 𝑦ℓ2)

(ℓ1, 𝑦ℓ1)

(ℓ5, 𝑦ℓ5)

𝑦

𝜌3

(ℓ3, 𝑦ℓ3)
𝑙3

Figure 8: Obtain the accumulated length of each grid in the
extended region (i.e., the colored grids) for this example of
six line segments, where the accumulated length for the pink
grid is 𝜌3 + 𝜌4.

originating from a starting point with the extended region (and the

corresponding intersection points that are closest to this starting

point).

𝑥

I

II

IV

V

VI

VII

𝑦 = 𝑦𝒰

𝑥 = 𝑥ℒ 𝑥 = 𝑥𝒰

𝑦

𝑦 = 𝑦ℒIII

Figure 9: Given the extended region (i.e., the grey region),
the starting point (ℓ𝑖 , 𝑦ℓ𝑖 ) of each line segment 𝑙𝑖 (the black
data point) with equation 𝑦 = 𝑚𝑖𝑥 + 𝑘𝑖 , where ℓ𝑖 ≤ 𝑥 ≤ 𝑢𝑖 ,
can be in seven possible regions (from I to VII). The dashed
lines (from I to VI) denote the possible line segments that can
intersect the extended region, while the cross symbol (from
VII) indicates that all line segments (with the corresponding
starting points) never intersect the extended region.

Consider the starting point (ℓ𝑖 , 𝑦ℓ𝑖 ) that is in the region I, region II,
or region III. The line segment from this starting point can intersect

the left boundary (e.g., the red dashed line segment, the orange

dashed line segment, or the brown dashed line segment in Figure 9)

of the extended region with the intersection point (𝑥L ,𝑚𝑖𝑥L + 𝑘𝑖 )
if 𝑦L ≤ 𝑚𝑖𝑥L + 𝑘𝑖 ≤ 𝑦U and the Euclidean distance between

(𝑥L ,𝑚𝑖𝑥L + 𝑘𝑖 ) and (ℓ𝑖 , 𝑦ℓ𝑖 ) is less than the bandwidth 𝑏.

Consider the starting point (ℓ𝑖 , 𝑦ℓ𝑖 ) that is in the region I or

region IV. The line segment from this starting point can inter-

sect the upper boundary (e.g., the blue dashed line segment or the

green dashed line segment in Figure 9) with the intersection point

( 𝑦U−𝑘𝑖
𝑚𝑖

, 𝑦U ) if 𝑥L ≤ 𝑦U−𝑘𝑖
𝑚𝑖

≤ 𝑥U and the Euclidean distance

between ( 𝑦U−𝑘𝑖
𝑚𝑖

, 𝑦U ) and (ℓ𝑖 , 𝑦ℓ𝑖 ) is less than the bandwidth 𝑏.

Consider the starting point (ℓ𝑖 , 𝑦ℓ𝑖 ) that is in the region III and

the region VI. The line segment from this starting point can possibly

intersect the lower boundary (e.g., the purple dashed line segment

or the pink dashed line segment in Figure 9) with the intersection

point ( 𝑦L−𝑘𝑖𝑚𝑖
, 𝑦L) if 𝑥L ≤ 𝑦L−𝑘𝑖

𝑚𝑖
≤ 𝑥U and the Euclidean distance

between ( 𝑦L−𝑘𝑖𝑚𝑖
, 𝑦L) and (ℓ𝑖 , 𝑦ℓ𝑖 ) is less than the bandwidth 𝑏.

Consider the starting point (ℓ𝑖 , 𝑦ℓ𝑖 ) that is in the region V. The

intersection point is the same as the starting point (ℓ𝑖 , 𝑦ℓ𝑖 ).
Consider the starting point (ℓ𝑖 , 𝑦ℓ𝑖 ) that is in the region VII. The

line segment never intersects the extended region (i.e., no intersec-

tion point) as the x-coordinate of the line segment 𝑙𝑖 must fulfill

ℓ𝑖 ≤ 𝑥 ≤ 𝑢𝑖 (cf. Definition 1).

After we have found the intersection point (that is closest to

(ℓ𝑖 , 𝑦ℓ𝑖 )), we then illustrate how to aggregate the length for each

grid that is intersected by this line segment 𝑙𝑖 (cf. Figure 8). Observe

from Figure 10 that there are five possible cases for the line segment

to intersect the boundaries of this grid, which are (1) intersecting

the upper boundary, (2) intersecting the upper right corner, (3)

intersecting the right boundary, (4) intersecting the lower right

corner, and (5) intersecting the lower boundary. By substituting

the correct equation of the boundary (e.g., 𝑦 = 𝑦𝐿 + (𝑣 + 1)𝛿𝑦 )
into the equation of the line segment 𝑦 = 𝑚𝑖𝑥 + 𝑘𝑖 , we can find

the intersection point (e.g., (1)) in 𝑂 (1) time. However, not all line

segments can be long enough to intersect the boundaries (e.g., the

green dashed line in Figure 10). In this case, the length between

the “intersection point” (i.e., green dashed circle) and the initial

intersection point (𝑥I , 𝑦I ) must be larger than the length between

the endpoint (𝑢𝑖 , 𝑦𝑢𝑖 ) and (𝑥I , 𝑦I ), which can also be computed

in 𝑂 (1) time. Once we have the new intersection point (e.g., blue

dashed circle) or the end point (𝑢𝑖 , 𝑦𝑢𝑖 ) (e.g., green point), we can

use 𝑂 (1) time to aggregate the distance for this grid. This process

iteratively moves to (and aggregate the distance for) the next grid

(e.g., the upper grid for (1)) with the new intersection point until

it reaches the rightmost boundary (i.e., 𝑥 = 𝑥U in Figure 9), the

uppermost boundary (i.e., 𝑦 = 𝑦U in Figure 9), or the lowermost

boundary (i.e., 𝑦 = 𝑦L in Figure 9), or it reaches the end point

(𝑢𝑖 , 𝑦𝑢𝑖 ) (e.g., the green point in Figure 10).

…

…

𝑥 = 𝑥ℒ + ℎ𝛿𝑥 𝑥 = 𝑥ℒ + (ℎ + 1)𝛿𝑥

𝑦 = 𝑦ℒ + 𝑣𝛿𝑦

𝑦 = 𝑦ℒ + (𝑣 + 1)𝛿𝑦

(𝑥𝔗, 𝑦𝔗)

…

(1) (2)

(3)

(4)(5)

…

(𝑢𝑖 , 𝑦𝑢𝑖)

Figure 10: Five possible cases (blue dashed circles) for the
next intersection point.

Here, we state in Lemma 2 that obtaining the accumulated

lengths of all grids in the extended region takes 𝑂 ((𝑋 + 𝑌 )𝑛) time,

given a line segment dataset L with size 𝑛.

Lemma 2. Given a line segment dataset L = {𝑙1, 𝑙2, ..., 𝑙𝑛} with size
𝑛, the time complexity for obtaining the accumulated lengths of all
grids in the extended region is 𝑂 ((𝑋 + 𝑌 )𝑛).
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Proof. In this proof, we aim to show that obtaining the accu-

mulated lengths of all grids for only a single line segment 𝑙𝑖 takes

𝑂 (𝑋 +𝑌 ) time (i.e.,𝑂 ((𝑋 +𝑌 )𝑛) time for𝑛 line segments). Moreover,

we also assume that 𝑙𝑖 has the slope𝑚𝑖 > 0 (i.e., the case (4) and

case (5) never happen in Figure 10). However, we can easily extend

this proof for the line segment 𝑙𝑖 with𝑚𝑖 ≤ 0.

Observe from Figure 10 that the line segment 𝑙𝑖 with 𝑚𝑖 > 0

can possibly intersect three boundaries, i.e., the upper boundary

(case (1)), the upper-right corner (case (2)), and the right boundary

(case (3)), which indicates that the next intersection point is in the

upper grid (i.e., move one grid up in the𝑦-axis), the upper right grid

(i.e., move one grid right in the 𝑥-axis and move one grid up in the

𝑦-axis), and the right grid (i.e., move one grid right in the 𝑥-axis),

respectively. Therefore, this process follows these three cases to

aggregate the distance for the next grid during the iteration. Since

there are at most 𝑂 (𝑋 ) grids and 𝑂 (𝑌 ) grids in the 𝑥-axis and the

𝑦-axis, respectively (cf. Lemma 1), finding the accumlated lengths

of all grids for a single line segment takes𝑂 (𝑋 +𝑌 ) time. Therefore,

the time complexity for using 𝑛 line segments is 𝑂 ((𝑋 + 𝑌 )𝑛). □

Step 3: Once we have obtained the grid structure𝐺 , where𝐺 [𝛼, 𝛽]
denotes the accumulated length for the grid in which the corre-

sponding pixel has the coordinates (𝑥L + (𝛼 − 0.5)𝛿𝑥 , 𝑦L + (𝛽 −
0.5)𝛿𝑦) (1 ≤ 𝛼 ≤ 𝑋 and 1 ≤ 𝛽 ≤ 𝑌 ), in step 2 (cf. Figure 11a), we can

construct the prefix-sum grid structure 𝑃𝐺 (cf. Figure 11b), based on

the concept of prefix-sum array [44], where 𝑃𝐺 [𝛼∗, 𝛽∗] represents
the sum of all values in the grid structure 𝐺 with 1 ≤ 𝛼 ≤ 𝛼∗ and
1 ≤ 𝛽 ≤ 𝛽∗ (e.g., the value 24.8 in the light blue grid of Figure 11b

denotes the sum of all values (i.e., 5+ 5+ 5+ 9.8) in the red rectangle

of Figure 11a), which is stated in Equation 8.

𝑃𝐺 [𝛼∗, 𝛽∗] =
𝛼∗∑︁
𝛼=1

𝛽∗∑︁
𝛽=1

𝐺 [𝛼, 𝛽] (8)

0

0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0

0 0

00

5 10 24.8

5 10

24.8 24.8 24.8 27.5

24.8 25.4 31.2 33.9

5 10 15 24.8 24.8 27.9 31.5 37.3 40

17.3 32.1 33.7 37.5 46.9 49.6

11.5 20.2 29.4 39.2 40.8 44.6 48.2 54 56.7

24.8

22.311.5

15

24.815

41.1

(b) Prefix-sum grid structure 

(based on length-aggregation)

5 55 9.8

2.9 4.2

0.86.5 1.6 0.7

3.1 3

0.6

2.7

5.8 24.8

(a) Grid structure with the accumulated

              length for each grid 

Figure 11: Build the indexing structure, called LARGE, which
is the prefix-sum grid structure, for the extended region in
Figure 8.

With this prefix-sum grid structure 𝑃𝐺 , we can compute the

aggregation of all lengths in any rectangular region of grids in 𝐺 ,

𝛼𝐿 ≤ 𝛼 ≤ 𝛼𝑈 and 𝛽𝐿 ≤ 𝛽 ≤ 𝛽𝑈 , by accessing at most four grids

in the prefix-sum grid structure. Using Figure 11a as an example,

the aggregation of all lengths in the blue rectangle is 9, which

can be computed based on four green grids in Figure 11b (i.e.,

41.1 − 24.8 − 22.3 + 15).

In Lemma 3, we state that constructing the prefix-sum grid struc-

ture 𝑃𝐺 and obtaining the aggregation of all lengths in any rectan-

gular region of grids in 𝐺 take 𝑂 (𝑋𝑌 ) time and 𝑂 (1) time, respec-

tively, after we have obtained the grid structure𝐺 from step 2. This

conclusion can be easily extended from [44], which is omitted in

this paper. More details about the prefix-sum grid structure 𝑃𝐺 are

available in Section I of the supplementary document [25] of this

paper.

Lemma 3. Given an extended region and its grid structure 𝐺 , the
time complexities for constructing the prefix-sum grid structure 𝑃𝐺
and obtaining the aggregation of all lengths in any rectangular region
of grids in 𝐺 are 𝑂 (𝑋𝑌 ) and 𝑂 (1), respectively.
Time and space complexities of LARGE: In order to construct

the indexing structure, LARGE, we need to obtain the extended

region (i.e., step 1), which takes 𝑂 (𝑋𝑌 ) time (cf. Lemma 1), obtain

the accumulated lengths of all grids in the extended region (i.e.,

step 2), which takes𝑂 ((𝑋 +𝑌 )𝑛) time (cf. Lemma 2), and construct

the prefix-sum grid structure (i.e., step 3), which takes 𝑂 (𝑋𝑌 ) time

(cf. Lemma 3). As such, we state that the time complexity for con-

structing LARGE is 𝑂 ((𝑋 + 𝑌 )𝑛 +𝑋𝑌 ) time (cf. Theorem 1), which

is much faster than the time complexity for computing LDV (with

𝑂 (𝑋𝑌𝑛) time).

Theorem 1. Given a line segment dataset L = {𝑙1, 𝑙2, ..., 𝑙𝑛} with
size 𝑛 and a resolution size𝑋 ×𝑌 , the time complexity for constructing
LARGE is 𝑂 ((𝑋 + 𝑌 )𝑛 + 𝑋𝑌 ).

Note that computing LDV needs to access 𝑋𝑌 pixels and 𝑛 line

segments. Therefore, every algorithm takes at least𝑂 (𝑋𝑌 +𝑛) space.
Since obtaining the extended region and constructing the prefix-

sum grid structure only take 𝑂 (𝑋𝑌 ) additional space, the space

complexity of LARGE remains in 𝑂 (𝑋𝑌 + 𝑛) (cf. Theorem 2).

Theorem 2. Given a line segment dataset L = {𝑙1, 𝑙2, ..., 𝑙𝑛} with
size𝑛 and a resolution size𝑋×𝑌 , the space complexity for constructing
LARGE is 𝑂 (𝑋𝑌 + 𝑛).

3.3 Square-shaped Lower and Upper Bound
Functions

After we have obtained the indexing structure, LARGE, we aim

to efficiently compute the lower and upper bound functions of

L(q) (cf. Equation 4) for all pixels. Observe from Figure 12a that

those green grids, which form the square-shaped region, are fully

covered by the search region (i.e., black dashed circle). As such,

the total length values that are assigned for all these green grids

𝐿𝐵□ (q) can contribute toL(q) (i.e., the red pixel q). Hence, we have
L(q) ≥ 𝐿𝐵□ (q). On the other hand, the pink square-shaped region

can fully cover the dashed circle (cf. Figure 12b). Therefore, the

total length values of all these pink grids 𝑈𝐵□ (q) must act as the

upper bound value for L(q). Therefore, we have L(q) ≤ 𝑈𝐵□ (q).
However, if we directly compute the lower bound function

𝐿𝐵□ (q) and the upper bound function 𝑈𝐵□ (q), we need to scan

all these green grids and pink grids, respectively, which can take

𝑂 (𝑋𝑌 ) time in the worst case for each pixel q (i.e., 𝑂 (𝑋 2𝑌 2) time

for all pixels). Recall that LARGE is the prefix-sum grid structure

(cf. Figure 11b), which can be used to obtain the aggregation of

all lengths in any rectangular region of grids with 𝑂 (1) time (cf.

Lemma 3). Therefore, we can compute 𝐿𝐵□ (q) and𝑈𝐵□ (q) in𝑂 (1)
time once LARGE has been built (cf. Theorem 3).

Theorem 3. Suppose that the indexing structure LARGE has been
built for a line segment dataset L = {𝑙1, 𝑙2, ..., 𝑙𝑛} with size 𝑛, comput-
ing the lower bound function 𝐿𝐵□ (q) and the upper bound function
𝑈𝐵□ (q) for each pixel takes 𝑂 (1) time.
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𝑦

𝑥

𝑦

𝑥
(a) Lower bound function (b) Upper bound function

Figure 12: Illustration of the square-shaped lower and upper
bound functions, i.e., 𝐿𝐵□ (q) and 𝑈𝐵□ (q), respectively, for
the red pixel q.

3.4 Arbitrary-shaped Lower and Upper Bound
Functions

Although the square-shaped lower and upper bound functions can

be computed in 𝑂 (1) time (cf. Theorem 3), these bound functions

may not be tight enough. Observe from Figure 12a that four grey

grids are fully covered by the dashed circle, which are omitted by

𝐿𝐵□ (q). In addition, some pink grids do not intersect the dashed

circle (e.g., those pink grids near the corners in Figure 12b), in which

their accumulated lengths are still aggregated in𝑈𝐵□ (q).
𝑦

𝑥

𝑦

𝑥
(a) Lower bound function (b) Upper bound function

Figure 13: Illustration of the arbitrary-shaped lower and up-
per bound functions, i.e., 𝐿𝐵𝑎 (q) and𝑈𝐵𝑎 (q), respectively, for
the red pixel q.

To further tighten the bound values, we propose the arbitrary-

shaped lower and upper bound functions, namely 𝐿𝐵𝑎 (q) and

𝑈𝐵𝑎 (q), respectively. In 𝐿𝐵𝑎 (q), we aim to aggregate the accu-

mulated lengths of all grids that are fully covered by the dashed

circle (cf. the orange grids in Figure 13a). In 𝑈𝐵𝑎 (q), we only ag-

gregate the accumulated lengths of those grids that partly intersect

or are fully covered by the dashed circle (cf. the yellow grids in Fig-

ure 13b). Therefore, we can ensure that L(q) ≥ 𝐿𝐵𝑎 (q) ≥ 𝐿𝐵□ (q)
and L(q) ≤ 𝑈𝐵𝑎 (q) ≤ 𝑈𝐵□ (q).

Compared with the square-shaped lower and upper bound func-

tions, both 𝐿𝐵𝑎 (q) and 𝑈𝐵𝑎 (q) are not based on the rectangular-

shaped regions. As such, we cannot use 𝑂 (1) time to obtain the

aggregate values of all grids in the orange region and the yellow

region (cf. Figures 13a and b, respectively). Instead, by regarding

each horizontal stripe (or vertical stripe) as the rectangular region

of grids, we can compute 𝐿𝐵𝑎 (q) and 𝑈𝐵𝑎 (q) (based on LARGE)

in 𝑂 (min(𝑋,𝑌 )) time
2
in the worst case (cf. Theorem 4).

2
If 𝑋 ≤ 𝑌 , we adopt the vertical stripe. Otherwise, we adopt the horizontal stripe. By

using this strategy, we can achieve this worst-case time complexity.

Theorem 4. Suppose that the indexing structure LARGE has been
built for a line segment dataset L = {𝑙1, 𝑙2, ..., 𝑙𝑛} with size 𝑛, comput-
ing the lower bound function 𝐿𝐵𝑎 (q) and the upper bound function
𝑈𝐵𝑎 (q) for each pixel takes 𝑂 (min(𝑋,𝑌 )) time.

3.5 Filter and Refinement Framework
With these lower and upper bound functions (cf. Section 3.3 and

Section 3.4), we can further utilize the filter and refinement frame-

work [15, 24, 36] to boost the efficiency for generating LDV with an

𝜖-relative error guarantee (cf. Definition 3). Note that if any lower

and upper bound functions (namely 𝐿𝐵(q) and𝑈𝐵(q), respectively)
can fulfill the condition𝑈𝐵(q) ≤ (1 + 𝜖)𝐿𝐵(q), we can ensure that

any value in between 𝐿𝐵(q) and 𝑈𝐵(q) can be a valid value for

the result 𝑅(q). Hence, we can let 𝑅(q) = 𝐿𝐵 (q)+𝑈𝐵 (q)
2

. However,

if 𝑈𝐵(q) ≤ (1 + 𝜖)𝐿𝐵(q) does not hold, we need to adopt the se-

quential scan method (cf. Section 2.2) or the hierarchical indexing

framework (cf. Section 2.3) as a refinement method to compute

L(q). As a remark, since 𝐿𝐵□ (q) and𝑈𝐵□ (q) are faster (but looser)
compared with 𝐿𝐵𝑎 (q) and 𝑈𝐵𝑎 (q), respectively, our implementa-

tion first checks whether the condition is fulfilled by the (𝐿𝐵□ (q),
𝑈𝐵□ (q))-pair, and then the (𝐿𝐵𝑎 (q),𝑈𝐵𝑎 (q))-pair (if the first pair
is failure).

3.6 Tightness of Bound Functions
In this section, we further investigate the tightness of our bound

functions (cf. Section 3.3 and Section 3.4). In order to achieve a tight

lower (or upper) bound value for each pixel q, the occupied area of

a bound function (e.g., the green area in Figure 12a) should be close

to the area of the search region (e.g., the area that is covered by the

black dashed circle in Figure 12a), i.e., 𝜋𝑏2. Therefore, we use the

ratio between these two areas to measure the tightness of bound

functions.

Here, we let 𝐴𝐿𝐵□ (q) and 𝐴𝑈𝐵□ (q) be the occupied areas of the

bound functions,𝐿𝐵□ (q) and𝑈𝐵□ (q), respectively, where (based on
the

√︃
𝛿2𝑥 + 𝛿2𝑦 ≤ 2𝑏 assumption

3
and Section II of the supplementary

document [25])

𝐴𝐿𝐵□ (q) =

(
2 ×

⌊𝑏 − 1

2

√︃
𝛿2𝑥 + 𝛿2𝑦√︃

𝛿2𝑥 + 𝛿2𝑦

⌋
+ 1

)
2

𝛿𝑥𝛿𝑦 (9)

𝐴𝑈𝐵□ (q) =

(
2 ×

⌈
𝑏 − 1

2
min(𝛿𝑥 , 𝛿𝑦)

min(𝛿𝑥 , 𝛿𝑦)

⌉
+ 1

)
2

𝛿𝑥𝛿𝑦 (10)

As a remark,𝐴𝐿𝐵□ (q) ≤ 𝜋𝑏2 and𝐴𝑈𝐵□ (q) ≥ 𝜋𝑏2. We state in Theo-

rem 5 that the bound functions can be tight if this ratio

min(𝛿𝑥 ,𝛿𝑦 )
𝑏

is

small. This theorem indicates that 𝐿𝐵□ (q) and𝑈𝐵□ (q) can be more

useful for supporting small pixel sizes and large bandwidth values,

which cannot be efficiently handled by state-of-the-art methods (cf.

Section 2.3).

Theorem 5. If
√︃
𝛿2𝑥 + 𝛿2𝑦 ≤ 2𝑏 and

min(𝛿𝑥 ,𝛿𝑦 )
𝑏

→ 0,
𝐴𝐿𝐵□ (q)
𝜋𝑏2

and
𝐴𝑈𝐵□ (q)

𝜋𝑏2
attain the maximum value and the minimum value,

respectively.

3
Suppose that

√︃
𝛿2𝑥 + 𝛿2𝑦 > 2𝑏. The region of a pixel is larger than the search region,

which is not meaningful for the visualization. Therefore, we have the assumption√︃
𝛿2𝑥 + 𝛿2𝑦 ≤ 2𝑏 in this paper.
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Proof. We first consider the expression

𝐴𝐿𝐵□ (q)
𝜋𝑏2

and let 𝛿𝑦 =

𝑐𝛿𝑥 , where 𝑐 ≥ 1 (i.e., 𝛿𝑥 ≤ 𝛿𝑦 ). We have

𝐴𝐿𝐵□ (q)
𝜋𝑏2

=

𝑐

(
2

⌊
𝑏√

1+𝑐2𝛿𝑥
− 1

2

⌋
+ 1

)
2

𝛿2𝑥

𝜋𝑏2

≥
𝑐

(
2

(
𝑏√

1+𝑐2𝛿𝑥
− 3

2

)
+ 1

)
2

𝛿2𝑥

𝜋𝑏2

=
4𝑐

𝜋 (1 + 𝑐2)
− 8𝑐

𝜋
√
1 + 𝑐2

(𝛿𝑥
𝑏

)
+ 4𝑐

(𝛿𝑥
𝑏

)
2

Hence, the lower bound of

𝐴𝐿𝐵□ (q)
𝜋𝑏2

can be represented by the qua-

dratic equation in terms of
𝛿𝑥
𝑏
. Since we have

𝛿𝑥
𝑏

> 0 (both 𝛿𝑥 > 0

and 𝑏 > 0) and
𝛿𝑥
𝑏

≤ 2√
1+𝑐2

(based on

√︃
𝛿2𝑥 + 𝛿2𝑦 ≤ 2𝑏 and 𝛿𝑦 = 𝑐𝛿𝑥 ),

we can conclude that the lower bound of

𝐴𝐿𝐵□ (q)
𝜋𝑏2

attains the max-

imum value
4𝑐

𝜋 (1+𝑐2 ) when

min(𝛿𝑥 ,𝛿𝑦 )
𝑏

=
𝛿𝑥
𝑏

tends to 0. Moreover,

we also have

𝐴𝐿𝐵□ (q)
𝜋𝑏2

≤
𝑐

(
2

(
𝑏√

1+𝑐2𝛿𝑥
− 1

2

)
+ 1

)
2

𝛿2𝑥

𝜋𝑏2
=

4𝑐

𝜋 (1 + 𝑐2)

which indicates that the upper bound of

𝐴𝐿𝐵□ (q)
𝜋𝑏2

is at most
4𝑐

𝜋 (1+𝑐2 )
no matter which

𝛿𝑥
𝑏

we use. As such, based on the squeeze theo-

rem [8], we can conclude that

𝐴𝐿𝐵□ (q)
𝜋𝑏2

can also attain the maximum

value when

min(𝛿𝑥 ,𝛿𝑦 )
𝑏

=
𝛿𝑥
𝑏

tends to 0.

Then, we consider the expression

𝐴𝑈𝐵□ (q)
𝜋𝑏2

and let 𝛿𝑦 = 𝑐𝛿𝑥 ,

where 𝑐 ≥ 1 (i.e., 𝛿𝑥 ≤ 𝛿𝑦 ). We have

𝐴𝑈𝐵□ (q)
𝜋𝑏2

=

𝑐

(
2

⌈
𝑏
𝛿𝑥

− 1

2

⌉
+ 1

)
2

𝛿2𝑥

𝜋𝑏2

≤
𝑐

(
2

(
𝑏
𝛿𝑥

+ 1

2

)
+ 1

)
2

𝛿2𝑥

𝜋𝑏2
=

4𝑐

𝜋

(
1 + 𝛿𝑥

𝑏

)
2

Therefore, if
𝛿𝑥
𝑏

tends to 0, the upper bound of

𝐴𝑈𝐵□ (q)
𝜋𝑏2

attains the

minimum value
4𝑐
𝜋 . Furthermore, we also have

𝐴𝑈𝐵□ (q)
𝜋𝑏2

≥
𝑐

(
2

(
𝑏
𝛿𝑥

− 1

2

)
+ 1

)
2

𝛿2𝑥

𝜋𝑏2
=

4𝑐

𝜋

Therefore, the lower bound of

𝐴𝑈𝐵□ (q)
𝜋𝑏2

is
4𝑐
𝜋 regardless of which

𝛿𝑥
𝑏

we choose. By the squeeze theorem [8], we can conclude that

𝐴𝑈𝐵□ (q)
𝜋𝑏2

can also attain the minimum value if
𝛿𝑥
𝑏

tends to 0.

By adopting the same concept, we can also have the same con-

clusion for the case 𝛿𝑥 = 𝑐𝛿𝑦 , where 𝑐 ≥ 1 (i.e., 𝛿𝑦 ≤ 𝛿𝑥 ). □
Unlike 𝐴𝐿𝐵□ (q) (cf. Equation 9) and 𝐴𝑈𝐵□ (q) (cf. Equation 10),

there is no closed-form expression for the occupied areas of 𝐿𝐵𝑎 (q)
and𝑈𝐵𝑎 (q), i.e., 𝐴𝐿𝐵𝑎 (q) and 𝐴𝑈𝐵𝑎 (q) , respectively. However, sup-
pose that the pixel size, 𝛿𝑥 × 𝛿𝑦 , and the bandwidth parameter 𝑏

are known, we can calculate the corresponding values of 𝐴𝐿𝐵𝑎 (q)
and 𝐴𝑈𝐵𝑎 (q) (based on counting the total areas of those orange

and yellow grids, respectively, in Figure 13). Therefore, in order

to analyze the tightness of the arbitrary-shaped bound functions,

we first set the parameters to be 𝛿𝑥 = 𝛿𝑦 = 𝛿 (i.e., adopt the com-

monly used square-shaped pixel) and then plot the values of

𝐴𝐿𝐵𝑎 (q)
𝜋𝑏2

and

𝐴𝑈𝐵𝑎 (q)
𝜋𝑏2

with respect to different ratios
𝛿
𝑏
(cf. Figure 14). Ob-

serve that the tightness of these bound functions (i.e.,

𝐴𝐿𝐵𝑎 (q)
𝜋𝑏2

and

𝐴𝑈𝐵𝑎 (q)
𝜋𝑏2

) tend to 1 (i.e., the occupied areas of 𝐿𝐵𝑎 (q) and 𝑈𝐵𝑎 (q)
are close to the search region) if we adopt the small ratio

𝛿
𝑏
, which

indicates that the bound functions are tight for small pixel size

(i.e., small 𝛿 = 𝛿𝑥 = 𝛿𝑦 ) or large bandwidth value (i.e., large 𝑏) in

practice.
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Figure 14: Tightness of the arbitrary-shaped bound functions,
𝐿𝐵𝑎 (q) and𝑈𝐵𝑎 (q), varying the ratio 𝛿

𝑏
(where 𝛿𝑥 = 𝛿𝑦 = 𝛿).

4 EXPERIMENTAL EVALUATION
In this section, we first discuss the experimental settings in Sec-

tion 4.1. Then, we test the efficiency of all methods for generating

LDV in Section 4.2. Next, we measure the space consumption of all

methods in Section 4.3. After that, we compare the practical accu-

racy of exact and approximation methods in Section 4.4. Then, we

discuss the effectiveness of bound functions in Section 4.5. Lastly,

we conduct a case study in the Los Angeles bicycle mobility dataset

for testing the visualization quality of the exact and approximation

methods in Section 4.6. Some additional experiments can also be

found in Section III of the supplementary document [25].

4.1 Experimental Settings
We adopt four large-scale trajectory datasets for testing, where we

regard two consecutive trajectory points as a line segment for each

dataset (which follows the same setting as [75]). Table 1 shows the

details of all datasets.

Table 1: Datasets.
Dataset 𝑛 Category Ref.

Los Angeles 402,171 Bicycle mobility [4]

San Francisco 402,602 Taxi mobility [6]

Chicago 2,237,135 Taxi mobility [7]

Beijing 14,263,241 Human mobility [3]

In our experiments, we compare our method, LARGE, with

four baseline methods, namely SCAN, SCAN
line

, R-tree, and PMR

quadtree, which are summarized in Table 2. SCAN is the sequen-

tial scan method for computing the line density function of each

pixel (cf. Section 2.2). SCAN
line

is the variant of SCAN, which first

finds all pixels that are within the bandwidth 𝑏 from each line seg-

ment and then updates the density values for those pixels. Both

R-tree [54]
4
and PMR quadtree [45–47] are the representative meth-

ods for indexing line segment data so that they can also be extended

4
Since all line segments are available in advance (i.e., static data), we adopt the advanced

bulk loading technique [54] to construct a compact R-tree for each dataset.
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to compute the line density function (cf. Section 2.3). We imple-

mented all these methods with C++ and conducted experiments

on an Intel i7 2.9GHz PC with 32GB memory. In this paper, we use

the response time (sec) and the memory space (MB) to measure

the time efficiency and the space efficiency of each method, respec-

tively, and only report the response time that is smaller than one

day (i.e., 86,400 sec). Moreover, we also adopt the mean squared

error (MSE) as a metric, which indicates the average line density

value deviation of each pixel, to measure the practical accuracy

of our approximation method, LARGE, compared with any exact

method (e.g., R-tree). As a remark, we use R-tree as the refinement

method of LARGE (cf. Section 3.5) in our experiment.

Table 2: All methods.
Method SCAN SCAN

line
R-tree PMR quadtree LARGE

Ref. [1, 5] [1, 5] [54] [45–47] Section 3

4.2 Efficiency of All Methods
In this section, we conduct the following four experiments to mea-

sure the response time of each method for generating LDV (cf.

Definition 2), which are (1) varying the resolution size, (2) varying

the bandwidth parameter 𝑏, (3) varying the dataset size, and (4)

varying the relative error 𝜖 (cf. Definition 3). By default, we set the

resolution size, the bandwidth parameter, and the relative error to

be 320 × 240, 1000m, and 0.1, respectively.

Varying the resolution size. In this experiment, we test the ef-

ficiency of all methods with respect to different resolution sizes,

namely 320 × 240, 480 × 360, 720 × 540, and 1080 × 810. Figure 15

shows the results of all methods. Recall that the larger the reso-

lution size (i.e., 𝛿𝑥 and 𝛿𝑦 are smaller), the tighter the lower and

upper bound functions of LARGE (cf. Theorem 5 and Figure 14),

which leads to the higher filtering power for generating LDV (cf.

Section 3.5). Therefore, the response time of LARGE is not very

sensitive to the resolution size compared with that of existing meth-

ods (which are proportional to the resolution size). Since the time

complexity of constructing LARGE (cf. Theorem 1) and computing

the bound functions (cf. Theorem 3 and Theorem 4) are also small,

our method can achieve speedups of 4.87x to 288.25x compared

with the existing methods.

Varying the bandwidth parameter 𝑏. Here, we test the efficiency

of all methods with respect to different bandwidth parameters

𝑏, which are 500m, 1000m, 1500m, 2000m, and 2500m. Observe

from Figure 16 that the response time of SCAN is not sensitive to

the bandwidth parameter 𝑏 since this method does not adopt any

filtering technique. Moreover, all tree-based indexing methods (cf.

Section 2.3), including R-tree and PMR quadtree, take long response

time if the bandwidth parameter 𝑏 is large. The main reason is

that the search range of each pixel (e.g., the black dashed circle in

Figure 5) is large, which can cover more line segments and nodes in

a tree index, given a large bandwidth value 𝑏. Similarly, the variant

of the sequential scan method, SCAN
line

, also takes long response

time with the large bandwidth parameter𝑏 since more pixels should

be accessed for each line segment. In contrast, since our lower and

upper bound functions are tight with a large bandwidth value 𝑏 (cf.

Theorem 5 and Figure 14), the response time of our method, LARGE,

is not proportional to the bandwidth value 𝑏. As a remark, LARGE

can even achieve small response time with large bandwidth values

for the Los Angeles, San Francisco, and Chicago datasets.
5
Due to

the lower time complexity of constructing LARGE (cf. Theorem 1)

and computing bound functions (cf. Theorem 3 and Theorem 4),

our method can achieve speedups of 2.35x to 291.8x for generating

LDV compared with all existing methods.

Varying the dataset size. We proceed to investigate how the

dataset size affects the response time of each method. To conduct

this experiment, we first sample those line segments in each dataset

with four sampling ratios, which are 25%, 50%, 75%, and 100% (no

sampling). Then, we measure the response time of all methods with

respect to each reduced dataset. Since all methods need to access

more line segments given a larger sampling ratio, the response time

of all methods is proportional to this parameter (cf. Figure 17). Note

that our method, LARGE, achieves speedups of 4.72x to 55.93x over

the state-of-the-art methods for generating LDV.

Varying the relative error 𝜖 . In this experiment, we further test

how the relative error 𝜖 affects the response time of each method

for supporting LDV (by varying 𝜖 from 0.05 to 0.2). Figure 18 shows

the results of all methods. Since SCAN, SCAN
line

, R-tree, and PMR

quadtree are the exact methods for generating LDV, the response

time of all these methods is not sensitive to this parameter. Note that

our methods can achieve speedups of 3.13x to 105.84x compared

with the state-of-the-art methods no matter which 𝜖 we choose.

4.3 Space Consumption of All Methods
In this section, we further investigate the space consumption of

all methods for generating LDV by conducting the following two

experiments, which are (1) varying the dataset size and (2) varying

the bandwidth parameter 𝑏. By default, we set the resolution size,

the bandwidth parameter, and the relative error to be 320 × 240,

1000m, and 0.1, respectively.

Varying the dataset size. Here, we examine how the dataset size

affects the memory space consumption of each method. To conduct

this experiment, we first sample each dataset using four sampling

ratios, which are 25%, 50%, 75%, and 100% (no sampling), and then

measure the memory space consumption of each method. Figure 19

shows the results of all methods. Observe that the larger the dataset

size, the higher thememory space consumption of eachmethod. The

main reason is that all methods need to access more data points with

larger dataset sizes. Note that R-tree, PMR quadtree, and LARGE

(using R-tree as the refinement method) need to construct tree-

based indexing structures, which consume larger memory space

compared with SCAN and SCAN
line

. Since our method, LARGE,

still retains the small space complexity (cf. Theorem 2), LARGE

does not incur significant memory space overhead compared with

the state-of-the-art methods, R-tree and PMR quadtree.

Varying the bandwidth parameter 𝑏. We proceed to investigate

how the bandwidth parameter𝑏 affects the memory space consump-

tion of each method, by choosing five bandwidth values, namely

500m, 1000m, 1500m, 2000m, and 2500m. Figure 20 shows the re-

sults of all methods. Since the sequential scan methods, SCAN and

5
Theoretically, LARGE needs to access more line segments in the refinement phase

for each pixel q (i.e.,𝑈𝐵 (q) ≤ (1 + 𝜖 )𝐿𝐵 (q) does not hold in the filter phase.) with

a large bandwidth value 𝑏 since we adopt the R-tree in this phase. However, with the

high filtering power of bound functions for a large bandwidth value 𝑏, there must be

less pixels in the refinement phase. Therefore, the response time depends on the final

trade off between these two factors (e.g., smaller response time for the Los Angeles,

San Francisco, and Chicago datasets and higher response time for the Beijing dataset

with the larger bandwidth value 𝑏).
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SCAN □ SCAN
line

△ R-tree ⃝ PMR quadtree ♦ LARGE ▽
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Figure 15: Response time for generating LDV, varying the resolution size.
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Figure 16: Response time for generating LDV, varying the bandwidth parameter 𝑏.
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Figure 17: Response time for generating LDV, varying the dataset size.
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Figure 18: Response time for generating LDV, varying the relative error 𝜖.
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Figure 19: Memory space consumption (MB) for generating LDV, varying the dataset size.
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Figure 20: Memory space consumption (MB) for generating LDV, varying the bandwidth parameter 𝑏.
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Exact × Approximation ▽
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Figure 21: Accuracy (mean squared error) for generating LDV, varying the relative error 𝜖.
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Figure 22: Percentages of pixels that (1) can be handled by the square-shaped bound functions (Square), (2) can be handled by
the arbitrary-shaped bound functions (Arbitrary) and (3) cannot be handled by our bound functions (Refinement).

SCAN
line

, and the construction of all tree-based indexing struc-

tures, R-tree and PMR quadtree, are independent to the bandwidth

parameter, all existing methods, SCAN, SCAN
line

, R-tree, and PMR

quadtree, are not sensitive to this parameter. Recall that the space

consumption of our method, LARGE, should be proportional to the

bandwidth parameter 𝑏, due to a larger extended region in Figure 7.

However, the space consumption of our method, LARGE, is still

not sensitive to this parameter since the number of line segments 𝑛

is much larger than the size of the extended region of each dataset

(which is the main bottleneck of the space complexity 𝑂 (𝑋𝑌 + 𝑛)
in Theorem 2).

4.4 Accuracy of All Methods
In this section, we proceed to investigate how the relative error 𝜖

affects the practical accuracy (i.e., the mean squared error) of exact

and approximation methods, by using four values of 𝜖 , which are

0.05, 0.1, 0.15, and 0.2. Observe from Figure 21 that the larger the

relative error 𝜖 , the larger the mean squared error. Note that our

approximation method, i.e., LARGE, retains the small mean squared

error (which ranges from 7.95 × 10
−6

to 2.93) compared with any

exact method (with zero error). Therefore, the results indicate that

our approximation method can achieve accurate performance for

generating LDV.

4.5 Effectiveness of Bound Functions
In this section, we further investigate the effectiveness (i.e., the

filtering power) of our bound functions in the filter and refinement

framework (cf. Section 3.5) by choosing four values of 𝜖 , which are

0.05, 0.1, 0.15, and 0.2. Figure 22 shows the percentages of pixels

that (1) can be handled by the square-shaped bound functions, (2)

can be handled by the arbitrary-shaped bound functions and (3)

cannot be handled by our bound functions (i.e., need to undergo

the refinement stage.). Observe that the larger the relative error 𝜖 ,

the higher the percentage of pixels (i.e., filtering power) that can

be handled by our bound functions (especially for arbitrary-shaped

bound functions). In addition, our bound functions can handle

25.55% to 95.02% pixels in these datasets. Therefore, LARGE can

significantly improve the efficiency for generating LDV compared

with exact methods.

4.6 Case Study
In this section, we conduct a case study for testing the visualiza-

tion quality of the exact (i.e., SCAN, SCAN
line

, R-tree, and PMR

quadtree) and approximation (i.e., LARGE) methods using the Los

Angeles bicycle mobility dataset. By default, we set the resolution

size, the bandwidth parameter 𝑏, and the relative error 𝜖 to be

320 × 240, 1000m, and 0.1, respectively, for conducting this case

study. Figure 23 shows the LDVs of using the exact and approxi-

mation methods. Observe that these two plots also reveal that the

bicycle flows are mainly between the west part of Los Angeles (i.e.,

Santa Monica) and the east part of Los Angeles (i.e., Downtown Los

Angeles). In addition, we also note that our approximation method,

i.e., LARGE, (cf. Figure 23b) provides the similar visualization com-

pared with the one of the exact method (cf. Figure 23a), which

indicates that LARGE achieves significant efficiency improvement,

without degrading the visualization quality in practice.

(a) Exact (b) Approximation

Figure 23: Generate LDVs using the exact (i.e., SCAN,
SCANline, R-tree, and PMR quadtree) and approximation
(i.e., LARGE) methods.
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5 RELATEDWORK
In this section, we review five camps of research studies, namely (1)

efficient algorithms for spatial join and line-segment-based queries,

(2) efficient algorithms for kernel density visualization, (3) efficient

algorithms for moving object queries, (4) tree-based indexing struc-

tures, and (5) grid-based indexing structures, which are mostly

related to this work.

Efficient algorithms for spatial join and line-segment-based
queries. In the first camp, many researchers in the database [32, 37,

42, 43, 45–49, 51, 68, 79, 96], computational geometry [13, 27, 29, 65],

and theoretical computer science [59] communities have devel-

oped efficient algorithms for supporting different types of spatial

join queries. Among most of these queries, line-segment-based

queries [13, 27, 29, 42, 45–49, 51, 59, 65] (e.g., finding the nearest

line segment from a query point in a line segment database [45, 46])

are one of the representative classes. However, unlike our prob-

lem (cf. Definition 2), all these research studies mainly focus on

relatively simple line-segment-based queries, which do not need

to compute the more complex density function (cf. Equation 4).

Therefore, most of these methods (and their theoretical results)

cannot be easily extended for solving our problem.

Efficient algorithms for kernel density visualization. In the

second camp, many researchers [15–21, 23, 36, 71–73, 99–101] have

proposed efficient algorithms for kernel density visualization (KDV),

which is another important density visualization tool that is based

on location data points. However, since LDV (cf. Definition 2) is

based on line segments (rather than location data points), all these

efficient algorithms (and their theoretical results) in KDV cannot

be extended for generating LDV.

Efficient algorithms formoving object queries. In the third camp,

a plethora of research studies [52, 53, 57, 67, 70, 87, 88, 91] have

been proposed for solving different types of queries that are related

to moving objects (or trajectories), which can also be regarded as a

set of line segments in some research studies (e.g., [67, 70, 87, 88]).

However, unlike our work, none of these research studies focuses

on computing the line density function (cf. Equation 4), which

cannot be used for improving the efficiency of generating LDV.

Tree-based indexing structures. In the fourth camp, many tree-

based indexing structures [78, 97] have been proposed to boost

the efficiency of spatial/multidimensional similarity search queries.

To the best of our knowledge, using the indexing framework with

the lower bound that is based on minimum bounding rectangles

(cf. Section 2.3) is also the state-of-the-art approach for solving

our problem. However, since generating LDV is based on line seg-

ments, many point-based indexing structures (e.g., kd-tree [12, 97],

ball-tree [63, 78], and metric-tree [28, 78]) cannot be easily ex-

tended for solving this problem. Among most of these indexing

structures, rectangle-based indexing structures (e.g., R-tree [40, 54],

R
+
-tree [33], and R*-tree [10]) and PMR quadtree [45–47] are the

most representative ones for generating LDV. However, all these

solutions cannot efficiently handle line segments that are close to a

pixel (cf. Figure 6), which provide inferior efficiency performance

compared with LARGE (cf. Section 4.2).

Grid-based indexing structures. In the fifth camp, many re-

searchers [14, 30, 34, 35, 53, 55, 57, 76, 81, 82, 88, 89, 98] have

adopted grid-based indexing structures to handle different types

of query processing problems (e.g., k-nearest neighbor search and

range search problems). However, most of these research stud-

ies [14, 34, 35, 55, 57, 81, 82, 89, 98] mainly focus on location point

data rather than line-segment data, which cannot be extended for

solving the LDV problem (cf. Definition 2). Although some research

studies [30, 53, 76, 88, 98] also build grid-based indexing structures

for line-segment data in order to support various types of spatial

queries (e.g., k-nearest neighbor search), all of them do not consider

the complex line density function (cf. Equation 4). Therefore, these

research studies cannot be extended for solving the LDV problem.

6 CONCLUSION
In this paper, we study line density visualization (LDV), which has

been widely used in different applications, including mobility anal-

ysis, traffic flow analysis, and crime pattern analysis, and has been

extensively supported by many commonly used software platforms,

including QGIS and ArcGIS. However, LDV is a computationally

expensive operation, which cannot be scalable to handle large-scale

line segment datasets or high resolution sizes. To overcome the

efficiency issues of this operation, we first propose the indexing

structure, called length-aggregation-based grid structure (LARGE).

Then, based on LARGE, we further develop two types of efficient

bound functions, namely (1) square-shaped lower and upper bound

functions and (2) arbitrary-shaped lower and upper bound func-

tions, which can filter a large portion of unnecessary computations

for approximately computing LDV with an 𝜖-relative error guaran-

tee. Theoretically, we also show that our bound functions can be

tight if the ratio between the pixel size and the bandwidth value is

small, indicating that our solution, LARGE, can be more scalable

to compute LDV with high resolution sizes (i.e., small pixel sizes)

and large bandwidth values compared with the existing solutions

(e.g., R-tree and PMR quadtree). In practice, our experiment results

on four large-scale line segment datasets also show that LARGE

yields up to 291.8x speedups over the state-of-the-art exact solu-

tions, without degrading the visualization quality and incurring the

significant space overhead. Furthermore, we have also developed

the new plugin [2] (based on LARGE) for QGIS users to efficiently

generate LDV in a line segment dataset.

In the future, we plan to investigate the parallel, distributed,

and hardware-based approaches to further boost the efficiency of

LARGE in order to achieve real-time performance for generating

LDV. Moreover, we will investigate how to develop another fast

and accurate line density visualization tool for domain experts.

Furthermore, we will develop efficient solutions for other types

of geospatial analysis tools [22], including Moran’s I [58], Geary’s

c [58], inverse distance weighting [56], and Kriging [92].
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